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Analyzing the Impact of Buffer Capacity on
Crosspoint-Queued Switch Performance

Guo Chen, Youjian Zhao, Dan Peand Yonggian Sun

Abstract: We use both theoretical analysis and simulations to = |_ XBon |_ X5 |_ B
study the impact of crosspoint-queued (CQ) buffer size on CQ -TTH “I11H - - - -TTH
switch throughput and delay performance under different traffic 1
models, input loads, and scheduling algorithms. In this pagr, we Lﬁﬁ_ Lﬁﬁ_ L. L:Eﬁ—
present the following. 1) We prove the stability of CQ switchusing . . . x

. . . Input
any work-conserving scheduling algorithm. 2) We present arex- . . . .
act closed-form formula for the CQ switch throughput and a nan- P . . d .
closed-form but convergent formula for its delay using staic non- |_:|X:|Bﬁ_ L:l)f’ﬁ_ . . . Lﬁ”_
work-conserving random scheduling algorithms with any gien |

buffer size under independent Bernoulli traffic. 3) We show hat or " Output v

the above results can serve as a conservative guide on deaigithe Fig. 1. The CQ switch model.
required buffer size in pure CQ switches using work-consering . . . .
algorithms such as the random scheduling, under independen €Very scheduling cycle in these approaches requires a fignd
Bernoulli traffic. 4) Furthermore, our simulation results under Communication between the line cards and the switch module,
real-trace traffic show that simple round-robin and random work- ~ which limits the switching speed. To reduce power consump-
conserving algorithms can achieve quite good throughput ashde-  tion, the line cards and switch module in modern core routers
lay performance with a feasible crosspoint buffer size. Ouwork are often placed in different racks with a distance of from a
reveals the impact of buffer size on the CQ switch performane and few meters up to 60 m, as presented in [7]. Assuming that the
provides a theoretical guide on designing the buffer size ipure |ength of the inter-rack cable is 2 m long and the propagation
CcQ switch, which _is an important step toward building ultra- high- speed i< x 108 m/s [7], the back-of-envelope calculation shows
speed switch fabrics. that each scheduling cycle has at least a 20 ns delay caused by
the round-trip communication, which becomes a bottleneek i
high-speed switch.
Recently, to overcome the above limitations, both the
academia [8]-[12] and industry [13] have shown growingrinte
| INTRODUCTION estin CQ switch_es (s_hown in F_ig. 1). Packets are b_uffe_reyl pnl
at each crosspoint using on-chip memory; thus, switch aecis
AS content-rich Internet applications such as video streagyn pe independently and locally made by each output schiedul
ing, audio streaming, file sharing, and live video/voicgplely based on the conditions of the buffers in the samenzolu
call, become increasingly popular, the demands for highekb s the output scheduler. Therefore, scheduling algoritemde
bone bandwidth have grown extremely fast. For the increhsin developed without communications between the line cards an
grOWing link rate, the switch fabric in core routers has Oﬂly switch module, which greaﬂy reduces Schedu“ng de|ay_
very short time (e.g., 5.12 ns for a 64 bytes long packets topegpjte the great promise of the CQ switch clear under-
be transmitted in a 100-Gbps link) to schedule and send Qghnding is lacking on how to design the crosspoint buffers t
a packet. Thus, how to reduce the scheduling time in a switg{pet the overall performance requirement of the switchidabr
fabric, becomes a huge challenge. Most of the previous Bwilg, this paper, we take the first step toward this direction.fove
fabrics, including the input-queued switch [1], [2], com®d-  ¢5 on understanding the impact of buffer size on the CQ bwitc
input-and-crosspoint-queued (CICQ) switch [3], [4] andltu performance. Previously, [8] presented an accurate dcalyt
stage switch fabrics such as those in [5] and [6], alloca@mam el for pure CQ throughput and delay, assumibgfer size
buffers atline cards instead of at switch fabrics. To prépek- of gneand independent and identically distributed (i.i.d.) uni-
ets from conflicting and being corrupted at the switch fal)riCform Bernoulli traffic. However, for larger buffer sizes etau-
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pers [9]-11] have usedimulationsto study pure CQ switch X B;; is full. Within the same slot, the scheduler of each output
performance for buffer sizes larger than one under traffid-mandependently selects one of the buffers in its column atcor
els such as the uniform Bernoulli and bursty traffic. ing to a certain scheduling algorithm and sends the hedih®f-
Compared with these related works, the present paper is (ROL) cells out of the switch through the output if the sedett
first one to provide arexacttheoretical performance formulabuffer is not empty. If an empty buffer is selected, no cell is
for a pure CQ switch in terms dfoth throughput and delay scheduled out through this output in this time slot. It iseaot
performancewith buffer sizes ofone and largerunder any in- worthy that the departure steps at different output sclezdaire
dependent Bernoulli (both uniform or non-uniform) traffiche performed in parallel.
contributions of this work are summarized as follows: o
« We prove that the CQ switch can achieve 100% throughggit Definitions
(or stability) as the crosspoint buffer size approachensityfi First, we provide some definitions that are related to the per
under any work-conserving scheduling algorithms only undérmance of a switch fabric.
the assumption that th‘? traffic obeys the strong Igw of Iarg)eefinition 1. Thethroughputof a switch fabric is the ratio of
numbers (SLLN) and without output oversubscription. .
« To the best of our knowledge, this paper presents theefik-st the number .Of cells that .traverse-d the SWIICh. tq t-he numbe_r of
; cells that arrive at the switch as time goes to infinity. Wergefi
act closed-form formula of the CQ switch throughput for aNY- 5 4s the throuahout of the switch
given buffer size and presents the fiegsactnon-closed-form gnhp ’
(but convergent) formula of the delay for any buffer sizethbo Definition 2. Theloss rateof a switch fabric is the ratio of the
under independent Bernoulli traffic, using a static nonkwornumber of cells dropped by the switch to the number of cells
conserving random (nWCRand) scheduling algorithm. that arrive to the switch as time goes to infinity. We definie
« Using mathematical proof as well as the comparison betweasthe loss rate of the switch.
the theoretical value and simulation results, we show tiat tProposition 1. For a switch fabric with finite buffers, the

theoretical value can serve as a conservative guide (a loﬂ%ughput of the switch is equal to one minus the loss rate of

IOV\.'er bou_nd performance)_for des'gn”.‘g buffer_5|zes of a Cfde switch if the average cell-arrival rate to the switch isater
switch using work-conserving scheduling algorithms. than zero

« Ourreal-trace simulation results show that using simplekwo
conserving algorithms, the CQ switch can realize a very go&doof. Let us assume that the total buffers of the switch can
performance with moderate memory resource consumptié@ntainL cells. We letA denote the average arrival rate in all
which shows its feasibility in practical use. inputs of the switch as time goes to infinity atd (n) de-
Our work reveals the impact of buffer size on the CQ switchotes the total number of cells in the buffers of the switch at

performance and provides a theoretical and conservatie gdime slotn; henceL*(n) < L. We defineC,, C;, andC;

ance on deciding the required buffer size in pure CQ switch$ the total number of cells that arrive, are lost, and tswver
which is an important step toward building ultra-high-gpeehe switch as time goes to infinity, respectively. Obviously
switch fabrics. Acquiring a better understanding of the COa = lim,—o0 A - 1, @andC; = lim,c A - n - LR. Then,
switch is also an important step toward building multi-stagd We haveC; = lim,, ,oc(A-n — A - n- LR — L*(n)). Thus,
multi-plane switch fabrics with large capacity. Scaling the

CQ switch to a larger self-sufficient switch fabric is wortbfy TP = G _ lim (1-LR—- L—(n)) =1-LR.
further study, which is beyond the scope of this current work Ca  moroo Am
O
Il. CQ SWITCH Definition 3. Thedelayof a switch fabric is the average delay

. . . . . of all the cells that have traversed the switch as time goes to
In this section, we briefly describe the CQ switch model anuéfinity. We defineD L as the delay of the switch.

provide some fundamental definitions used for the rest of our
paper. Then, we provide some definitions related to the scheduling
algorithms.

A. CQ Switch Model Definition 4. A scheduling algorithm is calledork conserving
Letus consider atV x N CQ switch, as shown in Fig. 1. Theif, by using this scheduling algorithm, any output of the teWi
ith input andith output are denoted bl andO;, respectively. will always be busy if at least one buffer destined to thispotit
X B, represents the crosspoint buffer betwéeandO,, where  is not empty. Otherwise, the scheduling algorithm is catfled-
i,j =1,---, N.We assume that time is slotted, and all the paclork conserving
ets are segmented into fixed cells before being sent to thehswi
and all the internal and external links of the CQ switch héee t
same capacity to transfer one cell per time slot. We folloiw th
assumption for the rest of this paper. TKe3;; size isL;; cells.
At the beginning of a time slot, one or no cell arrives at eadbefinition 6. A static random scheduling algorithm is called
input. If a cell arrives at input heading to the output at the fair if at each time slot a column output scheduler randomly
start of a time slot, it is buffered iiX B;; in a first-in-first-out (and with the same probability) selects one of the cross$gpoin
manner if the buffer is not full. The cell will be dropped whersend out its HOL cell.

Definition 5. A scheduling algorithm is callestaticif the rule
of scheduling remains the same regardless of the systee stat
Otherwise, it is calledlynamic
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Finally, we present a definition related to the arrival taffi A;(n) minus the total departur®;(n) both until time slotn.
For a work-conserving algorithm, i;(n) > 0, a cell is defi-
nitely scheduled out through outputThus, Equation (4) shows
hat total departur®;(n) of outputj until time slotn is equal to
the cumulative number of time slots when at least one cragspo
buffer in columnj is not empty. '
Following the convention in [14], we denotg(t) as the
lll. STABILITY PROOF derivative of functionf with respect ta. Now, thﬁl(u?d model
In this section, we first prove that the CQ switch can achiewé the switch can be constructed as follows:
100% throughput (or stability) using any work-conserving

Definition 7. The traffic in an input is considered to lomi-
formif each cell that arrives at the input has equal probability
heading to any output of the switch.

scheduling algorithms as the buffer size approaches infiie Z;(t) = Z;(0) + Ajt — Dj(t) =2 0 5)
draw this conclusion only under the assumption that théidraf Dj(t) =1, if Z;(t) > 0.

sum of all inputs heading to the same output obeys the SLLN

and the output ports are non-oversubscribed. According to Lemma 1 and Definition 3 in [14], the above

Let us consider the CQ switch model shown in Fig. 1. Wuid model of the CQ switch is defined agakly stablef, for
use the fluid model introduced in [14] to prove the stability calmost every suchthatZ;(¢) > 0, we can prove thaf;(¢) < 0.
the CQ switch and follow the same notations for ease in underNext, we prove that the above fluid model is weakly stable.

standing. Before the proof, some definitions are given. We construct the following expression:
We let4;;(n),n = 1,2,--- denotes the cells arriving at the ' .
ith input heading to thgth output up to thexth time slot.4;(n) Z;(t)Z;(t) = Z;(t)(\; — D,;(1)). (6)

denotes the total cells that arrive at all inputs headingutiput

j up to thenth time slot. Henced;(n) = >_I" | A;;(n). A(n) From Equation (5), whei;(t) > 0,

denotes the total number of cells that arrive to the switctoup )

time slotn. Z;t)Z;(t) = Z;(t)(A\; —1). (7)

Defin_ition 8. Thetrgﬁic headir_19to the same output is called % ccording to the previous assumption, all outputs are non-
obeying theSLLN with probability one, oversubscribed. Thereforg; < 1. Thus, we obtainZ;(t) -

A;(n) Z;(t) < 0 whenZ;(t) > 0, which means thag;(t) < 0 for
lim ———==);, j=1,--,,N. (1) everyt such thatZ;(t) > 0. Thus far, we have proven the weak
stability of Equation (5).
We denote); as the arrival rate of the traffic heading®. Finally, from Theorem 3 in [14], a switch &tableif the cor-

responding fluid model ieakly stableTherefore, the stability
of the CQ switch has been proven. A stable switch has

) lim =2 =X, j=1,-- N 8
We present the following theorem: o i (8)

Definition 9. Output; is said to benon-oversubscribed the
traffic satisfies

Theorem 1. A CQ switch can achieve 100% throughput (i.ewhich represents the fraction of time when outpus busy as
stability) using any work-conserving scheduling algamittvhen the time approaches infinity. Here, we can see that as araitel
the traffic heading to any output of the switch obeys the SLLXY of the traffic heading to outpytincreases up to 100%, the
and all the outputs are non-oversubscribed. switch can achieve 100% throughput. O

Proof. We letD;(n) be the number of cells scheduled out from
the switch through output, i.e., the total departure of all the
crosspoint buffers belonging to seX B;;|i = 0,1,---, N} up IV. PERFORMANCE ANALYSIS USING DIFFERENT
to time slotn. We letZ;(n) be the total number of cells in all BUFFER SIZES

the crosspoint buffers belonging to Y B, = 0,1,---, N}

at the beginning of time slot. delay calculation expression according to the buffer giziis

Then, for the CQ switch that uses any work-conservwg%ction_We derive an exact closed-form formula for theubie

sczegzlrl]r(;g sc(r)lelme, vxfe can obtain the equation that for apﬂYt and an exact non-closed-form formula for the delay of the
n = ] =Y, L, y

CQ switch assuming a static nWCRand scheduling algorithm
and independent Bernoulli input traffic. Deriving such exac
3) mula for the work-conservin heduli Igori is diffi
- g scheduling algorithms is diffi
(o cult [8]. Considering the feasibility and simplicity of tlieriva-
Dj(n) = lz; Liz,w>0p- “) tion, we use a non-work-conserving algorithm here. Moreove
- we prove that the theoretical analysis result of the nWCRand
Equation (3) shows the evolution 4f; where the gross numberscheduling algorithm can serve as a conservative guideogelo
of cells in all crosspoint buffers in columpat time slotn is lower bound performance) for designing the buffer sizes@fa
equal to the initial number of cells iX B; plus the total arrival switch using work-conserving scheduling algorithms.

Next, we focus on presenting a theoretical throughput and a

Zj(n) = Z;(0) + Aj(n) — Dj(n) > 0.
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We consider the CQ switch model shown in Fig. 1. We as) +s,4} (1-sy)al) +syal (1-sy)a) +s,al 1-s
sume that the cell arrivals at each input are governed by-an i (1 5)al (1 s)al
dependent Bernoulli process and with fixed probability fregd ! >0
to each output. Each output scheduler uses a static nWCRand 1 ce L1
scheduling algorithm. We use the following notations: '\s,—,;g/ 5al s

pi & The Bernoulli parameter of the cell-arrival process in in-
put ;. Fig. 2. Quasi-birth-death state transition diagramXaB; ;.

aj; £ The probability ofk: cells arrived afX B;; in a given time \ye can determine tha;;(m) can be modeled as a discrete-
slgt. k=0,1. . . time quasi-birth-death process, as shown in Fig. 2. Theitian
d;; = The probability of any cell arrived dt heading to output diagram can be interpreted as follows:

0;. Z;il dij =1land0 <d;; <1fori=1,---,N. « The transitions from stateto [ + 1 mean the probability of
s;; = The probability of crosspoint buffeX B;; being selected an arrival at the buffer, and the buffer is not selected by the

by outputO;. SN s; = 1and0 < s; < 1forj =  outputscheduler. .

1,---N. « The transitions from statito itself are calculated under three
For a better understanding of these notations, we presqmt-a s different conditions. 1) Wheh = 0, it is equal to the proba-
cific example. We consider the condition that the CQ switeisus  Pility of one arrival and one departure plus the probabiity
fair random scheduling with uniform i.i.d Bernoulli traffiun- N0 arrival. 2) Wheri = 1,.--, L — 1, itis equal to the proba-
der this assumption, we can have= p, = - -- = py because Dbility of one arrival and one departure plus the probabiity
the input arrivals are governed by the i.i.d Bernoulli pssseand N0 arrival and no departure. 3) Wheén= L, it is equal to
all the Bernoulli parameters are the same. Additionallganse  the probability of one arrival and no departure (the cell wil
the input traffic is uniform and the CQ switch uses fair randomPe dropped in the arrival step when the buffer is full) plus th
scheduling, we havé;; = s;j = 1/N(i,j = 1,---, N). probab|lltylof no arrival and no departure.

Let us assume that the cells that arrive at all the inputsare g* The transitions from stateto statel — 1 are calculated under
erned by an independent Bernoulli process and the CQ switclvo different conditions. 1) Wheh = 1, L — 1, it is
uses a static nWCRand scheduling algorithm. We present a folegqual to the probability of no arrival and one departure. 2)
mal description of the scheduling cycle in a time slot axofei: ~ Whenl = L, it is equal to the probability of the buffer being
« Arrival Step: At the beginning of a time slot, for input a selected (the buffer length will still b before the departure

probability of p; exists that one cell will arrive, and a prob- Step begins because the cell will be dropped in the arriegl st

ability of 1 — p; exists that no cell will arrive. The cell that When the buffer is full).

arrives at inpufl; has the probabilityi;; to head to outpup;. ~ We letQ;; denote the steady-state queue lengtikd?;; ac-

The succeeding cells and cell arrivals at different inpués acording to the formula of the steady-state probabilitieshef

independent. discrete-time quasi-birth-death process [15]. We caniolbite
« Departure Step:Within the same slot after the arrival stepSteady-state queue length distribution as follows:

each output scheduler picks a crosspoint buffer out of all th

buffers in its column with a static n\WCRand scheduling algo- 77% = — —

rithm. For outputO;, it selects crosspoint buffex B;; with 1+ 3Et (%) a0 (M)

the probabilitys;; and schedules the HOL cell out of the Y ]z

switch if the selected buffer is not empty. Otherwise, ndscel . 0 (1— 5”)%

are transmitted throug®; in this time slot. Each outputin- i =% | ——o5— | » =1, L1 (10)

dependently schedules cells in parallel.

We let L;; denote the capacity of crosspoint buff€B;; in . o o (1— Sij)aij L
the cells. We assume that; = L(i,j = 1,2,---, N) for ease Mij =M% \ 5 0
in presentation, which means that all crosspoint buffeve tiiae g
i?(;zgpcggf g%g(zljlmi\tﬁi&ﬁg;% gz:}z:‘;li{; s on pamcuIa\r/vherenf-j defines the steady-state probability of the length of

We assume random variablés;, 4;, andA to be the number ngij ]:[0 be ec:]ual t(?j’ ".e"gitfh: li dv-stat bability Bistr
of cells arriving atX B;;, inputl; and the whole switch during a 0 Tar, we have derived the steady-state probabiiity QL

given time slot, respectively. According to the conditigigen t'OHIOf thtﬁ Ietrr:gth Oer%j' deexlt, Wef tWhI” ése thisﬁ results to
earlier, the value ofi;; can only be zero or one. We recall thafN@'yze€ he throughputand aelay ot the Q switch.
a;; denotes the probability thatcells arrive atX B;; in a time A. Throughput Analysis

slot; then,

(1 =sy)af

a0
Sijag;

Now, we start to analyze the throughput of the CQ switch
al; = P{A;; =0} =1 — p;dy; : : : : :
ij i i%j using the results obtained earlier. Obviously, the prdiigtuf
a}j = P{A4;; =1} = pid;; (9) acell arriving atX B;; being dropped is equal to that &fB;;
E o being full, i.e.,n’ for steady-state.
b= P{A; =k} =0, k+#0,1. . ij :
i {4 } 7 We define random variablds;;, D;, andD as the number of
We define random variabtg; ; (m) as the cells infX B;; atthe cells dropped ai B;;, inputI;, and the whole switch during a
end of time slotn. According to the conditions stated beforegiven time slot at steady-state, respectively. Obviously,and
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D; can only be zero or one. Then, we can obtain the probability;; = n is equal to that of the buffer having been seledted
of a cell arriving at inpuf; being dropped in a time slot as times duringn slots to move the cell to the HOL and the buffer
N being selected again immediately afteslots to schedule out
I the cell.

PAD; =1|Ai = 1} = 3 (dijn). (1) We note that a cell delay is doomed to be not less tttane
slots because the switch has to spend at lgase slots to drain
The above equation is derived from the fact that the prolgbilthe [ packets already queued in the buffer. We also recall that
of a cell arriving at input being dropped in a given time slot isnﬁj is defined as the probability @§;; = [. Thus, according to
equal to the sum of the probabilities that a cell arriving;atill ~ the law of total probability, for a cell coming t& B;; and not
be dropped at any crosspoint buffer of this line. being dropped, the steady-state probability of this cdbygen

Further, we have the expectation of the dropped cellg atthe switch being: time slots is equal to
during a time slot as follows:

j=1

N P{WZ] = n|A” = 1, Qij < L}
B(D) = pi )_(dynfy)- (12) Yo P{Qi =1} - P{Wy; = n|Ay; =1,Qy =1}
j=1 B , 0<n<L-1
Thus, we derive the expectation of the dropped cells at the Lo P{Qij =1} - PAWi; = n|A;; = 1,Qi; = 1}
whole switch in a given time slot as , n>L—1
N N N B Zfzo(nfj-T{}_l),0<n§L—1
IO SLTIR oi 19 U R R vy B WP
i=1 i=1 j=1

(17)

Then, we obtain the loss rate of the CQ switch as follows Then, using (9), (10). and (17), we can derive the following

N N o dnk formula of the mean delay of a cell bufferedXnB;; as follows:
E(D i— i1 Pidiin; y i
LR = (A) _ X ng—lp i (14) ’
E(4) >im1 P E{Wy|Ay =1,Qy < L}
where random variablg denotes the number of cells arriving at S _ o -
the switch during a time slot anfi(A) denotes the expectation N ZOTLP{W” =nldi =1,Qi5 < L}
of A. "=
L—-1 n
Therefore, from Proposition 1, we can obtain the closedafor B 0 1 — s (18)
i =D misi; 0
formula of the throughput of the switch as — J a;;
%) L—1 1 !
YLy pi (Z]-V:l dij”f) 0 n et [ i
TP=1-LR=1- - o (15) + > s (L= si)" Y CiT ()
2 i1 Pi n=L 1=0 ij
B. Delay Analysis Next, we draw the probability of a cell delay beingtime
_slots if the cell comes from input and traverses the switch, as
Subsequently, we analyze the average delay of the CQ swi bows2:
Similarly, we begin by focusing on certain crosspoint buoffe '
X Byj. P{W;=n|A; =1,Q; < L}
We let random variabl&/’;; andWW; denote the time slots that N (19)
a cell spent at steady-state (i.@elay) in X B;; and inputl; re- = ZdijP{Wij =n|d; =1,Q;; < L}.
spectively. At the time that a cell arrives AtB;;, we assume j=1

that buffer lengthR;; = [. We recall that the delay of a switch - i
fabric is defined as the average delay of all the cells thag¢ ha}\r/] Tpheerii/(\)/irtihﬂi]se?izrl]tgelay ofa cell coming ifitand travers
traversed (not dropped) the switch (subsection II-B). Efee, 9 q

we only consider those arriving cells that are not droppeteat E{W;|A;, =1,Q; < L}
buffer, which means < L, when they arrive. We let:_, de- 00
note the conditional probability that a cell is going to spen = Z nP{W; =n|A; =1,Q; < L}
time slots inX B;; before being scheduled out under the follow- n=0 (20)
ing conditions: The cell comes to crosspoiiB;;, the buffer N
length isl, and the cell is not dropped (i.é.< L). Thus, = ZdijE{Wij =n|d; =1,Q: < L}.
j=1

i =P{Wi; =nldi; =1,Q;; =1}, 1<L

_ (1- Sij)n_l (Sij)lﬂ (16) Next, we acquire the delay of the switch (i.e., the average de

lay of all the cells that have traversed the switch). Assutiirat

wheren = LI+ 1, Q. This equation dfe_nOteS that for a 2, e following equation; denotes the length of the corresponding cross-
cell coming and buffered itk B;;, the probability of cell delay point buffer in which the cell coming frof; is going to be buffered in.
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a total ofT" time slots have passed from the beginning, then ac-Therefore, according to thetio test[16] method, f(L) is
cording to the Bernoulli traffic model and the packetlose mid- proven to be convergent. Thus, we can conclude that Equation
tained earlier]"-p;- (1— E(D;)) cells come fron?; and traverse (22) is convergent. O

the switch (i.e., not being dropped), on average. Becausewa
these cells has a mean delay equalbtdV;|4; = 1,Q,; < L},
the mean sum delay of all cells coming frainand traversing
the switchis equal t@ - p; - (1 — E(D;)) - E{W;|4; = 1,Q; <
L}. Then, the mean sum delay of all cells coming from all inp
ports into the switch is equal to

So far, we have derived the precise expression of the CQ
switch throughput and delay using static n\WCRand scheglulin
algorithms. Naturally, an appropriate work-conservinigesiul-

Lijreg algorithm will lead to a better performance comparedwit
the nWCRand scheduling algorithm that we used to perform the
oretical analysis. Next, we briefly prove that under indejs

N Bernoulli traffic, the WCRand scheduling algorithm (randgm
ZT cpi- (1= E(Dy))- E{W;]4; =1,Q; < L}. (21) selecting a crosspoint-buffer from all the non-empty omes})

i=1 forms better than the static NWCRand scheduling algoritath b

int f the th hput and delay.
Thus the delay of the switch can be derived as follows: In terms orihe throughptt and average delay

Theorem 2. Under the same independent Bernoulli traffic,
a CQ switch using a WCRand scheduling algorithm has a
higher throughput and lower average delay than that using an
nWCRand scheduling algorithm.

SY L pi(l = B(D;)E{Wi|A; =1,Q; < L}
Zij\il pi(1 — E(Dy)) .

Although the above formula of the switch delay is not close
form, we present a proof of its convergency as follows:

DL =

(22)

%roof. Similarly, we could also build a discrete-time quasi-
birth-death diagram for WCRand, as shown in Fig. 2. As stated
Proof. Obviously, from (20) and (22), we simply need to provearlier, for a fair n\WCRand, we hasg; = 1/N in each steady
the convergency ofo{W;;|A;; = 1,Q;; < L} to prove the state of the queue length. Unlike the nWCRang of WCRand
convergency of Equation (22). We transform (18) and obtain between different states shown in Fig. 2 are not the same. We
- N let s7,(m) denote the probability of crosspoint buffef B;;
0 1— sy being selected by outpu?; using WCRand in staten and
E{Wi;lAi; =1,Qi; < L} = an‘jsij < 0 ) sf; = max{s};(m),0 < m < L}. 773 defines the steady-

ay.

. =t ) ”l (23) state probability of the length ok B;; to be equal tol us-
n Z Z i si5(1 — si)"Cn @55 ing WCRand. Because WCRand randomly selects a crosspoint-
e Tij5ij R agj ‘ buffer from all the non-empty ones in each time slot, we can
e obtain
We define functiony (L), which is the sum of infinite series 55 > 1 Sij- (28)
{fu} as N
0 Thus, according to the formula of the steady-state probabil
f(L) = Z In (24) ties of the discrete-time quasi-birth-death process, weatn
n=L tainy; ¥ < nk. Therefore, we can conclude that WCRand has a
wheref, is equal to higher throughput than nWCRand using (15). In additiongfro
(18)—(22), we can easily determine that WCRand has a lower
al. : average delay than nWCRand. O
S =mmysi(1 = sig)"Cp! <%> (25) L . .
ij Similarly, if we usethe frequency of a crosspoint queue be-

ing selected by the work-conserving round-robin (WCRR) al-
Then, all we need is to prove the convergency ¢f). We gorithm to approximatethe probability of a crosspoint queue
now use theatio test[16] to prove its convergency. We have being selected by the WCRand algorithwe can prove that
WCRR also shows better performance than nWCRand. Further-

1
f (n+1)n%s:;(1 — sij)"“CﬁLl’l (@) more, it is intuitive that the longest-queue-first (LQF) sdhl-
ntl _ ! la” ing has the highest throughput. The strict proof of these two
In nn?jsij(l _ sij)"C,?*l (Z:’J) work-conser_ving algorithms is _beyond the scope of this pape
E (26) Later, we will show by simulations that the above theorética
_ntl (1—5,)- (n+1!  (n =D analysis provides an appropriate lower-bound for a CQ $witc
n Y+ 1= n! performance using the work-conserving algorithms.
(n+1)?
“amriop )
nn V. VERIFICATION OF THE ANALYSIS AND REAL
Thus, TRACE SIMULATIONS
) In this section, we first present the simulation results unde
lim fot1 lim _(n+1) (1= s45) both uniform and non-uniform Bernoulli traffic to verify opre-
n=oo fp  noeon(n+1-1) (27)  vious theoretical analysis in subsection V-A. We consider f

=1-s5<1. scheduling algorithms in our simulations: nWCRand, WCRand
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=-nWCRand(TV) = nWCRand$WCRR - LQF <¢-WCRand =-nWCRand(TV) = nWCRand$WCRR - LQF <¢-WCRand
= 1E-5l e T o
1E-3) 3 g
% ° - * % 3 1E-6F_-
= % S 1E-6t~ = °
2 2 § i+ 8 g
S 1E-6 B | 5 1E-7
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Buffer size (cells) Buffer size (cells) Buffer size (cells) Buffer size (cells)

(@ (b) (@) (b)

Fig. 3. Loss rate and average delay of@x 16 CQ switch under uniform Fig. 4. Loss rate and average delay dftax 16 CQ switch under non-uniform
Bernoulli traffic withp = 0.95: (a) Loss rate and (b) average delay. Bernoulli traffic withp = 0.95 andw = 0.5: (a) Loss rate and (b) average
delay.

WCRR, and LQF. We calculate the theoretical value (TV) 0” 1 S-WORR & LOF & WCRand]_
the loss rate and the delay of the nWCRand scheduling alg -
rithm according to the previous results we obtained undér bo § 5
uniform and non-uniform Bernoulli traffic. Various simiitats

o
T
4

Loss

Average delay (s)
(2]
m
4

. . . WCRR
have been done under different loads and using CQ switch™ oloF \
with different port numbers. We present the results t§ x 16 £ WCRand 4E-7
1 2 4 8 16 32 64 128256 1 2 4 8 16 32 64 128256
10 Gbps CQ under a heavy load of 0.95. The results from oth._. Buffer size (cells) Buffer size (cells)
scenarios all verify our former theoretical analysis aredanit- (@) (b)

ted here. All cells have a fixed length of 64 bytes (typical in. ,
commodity routers), and the time slot of the switch is setlt@5 F19. 5'ff LO(SS) rate and aveéa(%‘)a defay OI?T 16 CQ switch under real-trace
) ' - HMeE Sk traffic: (a) Loss rate and (b) average delay.

ns according to the transmission time of a cell on a 10-Gst
link. The displayed delay results are converted from tinogssl ec_h7nolqu [8]), the loss rate of nWCRand can be as low as
to seconds by multiplying 51.2 ns by the number of time slotl0 ™" using the theoretical results we obtained earlier. Such a
Each simulation run was conducted i@ time slots. loss rate is good enough for many switch fabric designs amd pr

Second, in subsection V-B, we present the simulation resuffd®s & l00se performance lower bound. Our results also show
of a16 x 16 switch fabric under real-trace traffic using the foufat With only a buffer size of 32 cells, simple work-conseg
work-conserving scheduling algorithms mentioned above. \@'90rithms such as WCRR and WCRand can realize the same
have shown that using the work-conserving algorithms, t@e drerformance in which nWCRand realizes with buffer size & 25
switch is able to realize good performance with moderate mef§!lS: Further, the experiment shows that the theoretesalits
ory resource consumption. Our data consist of two parts frdijuld serve as a loose performance lower bound for these al-
CAIDA [17]: two 1 min traces from 10 Gbps links, i.e., onddorithms. Using a more elabqrate schgd_ullng algo_rlthm _as;ch
at San Jose and another at Chicago, respectivly. All thegtack-QF: N0 packets are lost during thé™" time slot simulation
are fragmented into 64-byte-long cells before being seattre  With only @ buffer size of 16. With regard to the average delay
switch fabric, and the time slot is set to 51.2 ns in the same m&Ur theoretical analysis shows that with a buffer size o&62Q
ner as presented earlier. We divide a 60 s trace into 16 eigeal SWItCh can have a stable average delay of approximatety
segments for 16 inputs. The destination port of each pasketi S USiNg N'WCRand, which is shown in Fig. 3((?)' Meanwhile,
as the hash value of the destination IP address. The tragfic df'® average delay is much lower at less than® s using the
tribution under this situation is not uniform but highly sked Work-conserving algorithms. _ o
and bursty. We believe this is similar to the real conditiotie ~ Similarly, under non-uniform traffic, as shown in Fig. 4, our
Internet. Approximately.7 x 107 packets with a total length of 2nalytic results are also verified and effectively providese
1.15 x 10° bytes are sent into the switch fabric during each ef€rformance lower bound to work-conserving algorithmsn

periment. We only present the simulation result of the Sae J¢n€ figure defines the unbalanced probability (refer to [8) a
trace; the results of the Chicago trace are similar. w = 0.5 means the traffic is extremely non-uniform. In this sit-

uation, WCRand and WCRR have a much higher loss rate than
the uniform traffic due to the blindness to the traffic distrib
tion of their scheduling manner. In contrast, LQF can adjust

Figs. 3 and 4 show that the results of nWCRand schedulifythe imbalance. We have pre-adjusted the random weight of
algorithm are almost identical as the theoretical resuisde- NVWCRand to be equal to the unbalance degree of the input traf-
rived earlier under both uniform and non-uniform traffiovés- fiC; thus, its results are very similar to the uniform traffic.
tigation into the slight difference at the right end of thevas
shows that the difference is due to the total experimentajtle
of 10° time slots, thus unavoidably leading to an approximately Fig. 5 shows the result of 6 x 16 CQ switch under real-trace
10~? difference between the theoretical and simulation resultgaffic. The loss rate shown in Fig. 5(a) refers to the paaket |
Under uniform Bernoulli traffic with heavy input load of 95%,rate. Once a cell of a packet is dropped, the packet is coasted
as shown in Fig. 3(a), with crosspoint buffer size of 256 fsudost in the switch. We can see that a pure CQ switch can achieve
buffer size is easy to implement with modern semiconductgood performance with simple work-conserving scheduling a

A. Verification of the Performance Analysis

B. Simulations under Real Trace
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gorithms. Fig. 5(a) shows that the switch has a loss rate down  munications vol. 66, no. 12, pp. 1038-1041, 2012. [Online]. Available:
10~% with a buffer size of 64 using LQF. A simple round-robi http://www.sciencedirect.com/science/article/pi#3484111200129X

h li . | h th £ 1 Z. Cao and S. Panwar, “Efficient buffering and schedyliar a single-
OI‘. random sc _edu Ing Is ab? '[0_ reach t e_sa_‘me per orm_a [ chip crosspoint-queued switchfEEE Tran. Commun.vol. 62, no. 6,
with a buffer size of 256, which is totally within the capabil pp. 2034-2050, 2014.
; ; it 12] G. Chen, D. Pei, and Y. Zhao, “CQRD: A switch-based apphoto
ity of modern c_hlp_technol_ogy. In addition, the delay pe{‘fOI[ flow interference in data center networks,” Rroc. IEEE LCN 2014,
mance shown in Fig. 5(b) is very good. The delay here refers p; 107-115.
to the average packet delay. We can see that the WCRR &3l “Cisco CRS carrier routing system 16-slot line card sgia system de-

_ scription,” Cisco Systems, Inc2012.

WC_:Rand have better_delay performance than LQF beca_'use S[thlﬁ J. Dai and B. Prabhakar, “The throughput of data swichih and with-
vation, which greatly increases the delay, may occur usiQg L out speedup,” ifProc. IEEE INFOCOM 2000, pp. 556-564.

algorithm. This result under real-trace traffic demonss#ata [15] K. Trivsed_i, Probabilli_ty and St_iatistics Withfglé%kglity, Queuing, a@dm-
: : : puter Science Application8Viley New York, .

C_Q switch _Wlth such Sc_ale can refillze avery gOOd perf(_)rmarl(r‘a T. Bromwich,An Introduction to the Theory of Infinite Seriedacmillan,

with a feasible crosspoint buffer size. Thus, a self-sidfitiCQ 1908.

switch is suitable for ultra-high-speed link in practicaku [17] “Anonymized 2013 internet traces,” 2013. [Online]. aMable: https:
/ldata.caida.org/datasets/passive-2013/

[18] G. Chen, D. Pei, Y. Zhao, and Y. Sun, “Designing buffepasity of
crosspoint-queued switch,” roc. NPG 2014, pp. 35-48.
VI. CONCLUSION

This paper reveals the impact of buffer size on CQ switch

performance and provides a theoretical guidance on desjgni ' _
the buffer size in a pure CQ switch. In addition, we show the ( Guo Chenreceived the B.S. degree from Wuhan Uni-

. .. L . . . versity (China) in 2011. He is currently a Ph.D. stu-
CQ is a promising building block for high Ilne—rate SWI_’[Cfbfa dent in the Department of Computer Science at Ts-
rics. As a next step, we plan to actually design ultra-higaes! inghua University, Beijing, China. His current re-
and large-port-number switch fabrics with multi-plane artfia ; search interests include data center networking and

. - - : high performance switching.

stage structure using CQ as building blocks to scale up. ¥ a 9::’“
plan to design scheduling algorithms with performanceebett
than the round-robin, random, or LQF algorithms analyzedl aj

!’.
evaluated in this paper. ‘@
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